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Monday

DALL-E 2 prompt “a painting of deep underwater with a yellow submarine in the bottom right corner”

Fill in the mid-term feedback for extra 2  late days!

No quiz this week!

Instructor’s office hours cancelled this week!

https://openai.com/dall-e-2/


Interpretation in DL

(1) Model architecture based methods

(2) Gradient-based methods

(3) Model agnostic methods



Task formulation

“dog”

Which pixels are most important for 
classification?

X

What is the simplest thing that comes to mind?



Perturbation-based methods

● Let’s perturb inputs...
● omit or change words/parts of images, change word embedding 

values, etc.
●...observe changed outputs...

“dog”X
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LIME

●  
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LIME example
● What makes this picture of a tree frog “tree frog”-y to a neural 

network?
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LIME example
● Perform a superpixel segmentation on the image
● Interpretable chunks in the image may be part of multiple 

superpixels
● But no superpixel will contain multiple interpretable parts
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https://infoscience.epfl.ch/record/149300
https://ieeexplore.ieee.org/abstract/document/5995323


LIME example
● Different combinations of chunks put through the net yield different probabilities

● Learn a linear model to predict the probability from these different combos

● Chunks with high weight in the linear model “matter more” for the classification result
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Can we think of disadvantages of 
perturbation-based methods?



Attention as interpretation method

Any questions?



Roadmap Supervised machine learning

Perceptron

Fully Connected Neural Networks

Convolutional Neural Networks

Language models

Recurrent Neural Networks

Transformers (Seq2seq)



Recap: What is Machine Learning?
Input: X Output: Y

f(X)🡪Y

”Cooking?”

Function: f



Recap: What is Machine Learning?

Input: X Output: Y

f(X)🡪Y

Supervised
Learning

Learned 
function: f

”Cooking?”



What if you don’t have any labels?
Input: X

What can you learn 
from just input data 

without labels?

Unsupervised 
Learning



Today’s goal – learn about unsupervised 
learning using deep learning models

(1) Unsupervised Learning

(2) Auto-encoders (AE) 



Unsupervised Learning

• What can we learn from input data when there are no labels?
• We can only analyze the structure of the data itself
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Data:



Clustering

The organization of unlabeled data into similarity groups called 
“clusters.”

A cluster is a collection of data items which are “similar” between 
them, and “dissimilar” to data items in other clusters.

Data:



?





How does the machine do the clustering?

http://www.mit.edu/~9.54/fall14/slides/Class13.pdf

Data:



Data in high dimension

http://www.mit.edu/~9.54/fall14/slides/Class13.pdf

Data:

 

What about an 
image?



Curse of dimensionality in clustering What can we do?

https://www.kdd.org/exploration_files/parsons.pdf

The points continue to spread out, when more dimensions are being 
added, until they are equidistant from each other and distance is not 
very meaningful.

Adding a dimension stretches the points across that dimension, 
pushing them further apart. 

https://delta1epsilon.github.io/2019/Gotchas-with-clustering/



Dimensionality Reduction
•  
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Dimensionality Reduction using projection

• Data may not lie exactly on a 
lower-dimensional subspace

• Can still represent it fairly well 
(with some degree of error)
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2D data projected to 1 dimension



Dimensionality Reduction: Why?

• Lots of benefits to making the data lower-dimensional

• Many clustering algorithms behave better in lower dimensions

• Takes less storage/memory 🡪 if you’re trying to analyze a huge dataset

• More efficient to search using approximate nearest neighbor algorithms

• Easier to visualize (if you reduce the data to 2 or 3 dimensions)
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Any questions?



Dimensionality Reduction: Visualization

27https://hackernoon.com/latent-space-visualization-deep-learning-bits-2-bd09a46920df
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https://hackernoon.com/latent-space-visualization-deep-learning-bits-2-bd09a46920df


29https://hackernoon.com/latent-space-visualization-deep-learning-bits-2-bd09a46920df

Dimensionality Reduction: Visualization
Have you already heard of a 

dimensionality reduction method?

https://hackernoon.com/latent-space-visualization-deep-learning-bits-2-bd09a46920df


Principal Component Analysis (PCA)

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf



Principal Component Analysis (PCA)

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf



Principal Component Analysis (PCA)

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf



Principal Component Analysis (PCA)

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf

What is the issue here?

What can we do?
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Principal Component Analysis (PCA)
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Principal Component Analysis (PCA)

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf

Any questions?



https://setosa.io/ev/principal-component-analysis/

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf

https://setosa.io/ev/principal-component-analysis/


https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf



Limitations of PCA

https://www.foodnetwork.com/recipes/food-network-kitchen/hot-cocoa-cake-roll-4553196



Limitations of PCA



Limitations of PCA

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf



Limitations of PCA

https://www.andrew.cmu.edu/user/georgech/95-865/Lectures/Lecture%20-%2003_essence.pdf

Desired result!



How to dimension-reduce gnarly datasets?

•  

49



“I hear these neural nets are 
pretty good at learning 
non-linear functions”
Can we use a neural net to learn a non-linear projection to a
lower-dimensional space?
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A nonlinear projection neural net•  
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Compact 
Representation

 

 



A nonlinear projection neural net
•  
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Compact 
Representation

 

 

 
Reconstruction



Autoencoder
•  
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Compact 
Representation

 

 

“Encoder” “Decoder”

Reconstruction
 

How is this different 
from the Seq2seq 
encoder/decoder 

setup?



Autoencoder for MNIST
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Compact 
Representation

 

 

“Encoder” “Decoder”

Reconstruction
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This visualization? Autoencoder

https://hackernoon.com/latent-space-visualization-deep-learning-bits-2-bd09a46920df


Other Autoencoder applications
Denoising Autoencoder
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Input: Noisy Images

Compact 
Representation

Output: Restored Image



Recap

Learning the structure in the data

Clustering

Dimensionality reduction using PCA

Unsupervised Learning

Perform non-linear dimensionality reduction

Auto-encoders 
(AEs) Architecture and loss function

LIME (or perturbation-based)

Attention (inbuilt interpretation)

 Model agnostic
interpretation




