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Intro to Machine Learning

ChatGPT prompt “minimalist landscape painting of a deep underwater scene with a blue tang fish in the bottom right corner”



What do you hope to learn/be able to do by the end 
of this course? ~220 Responses! J



What do you hope to learn/be able to do by the end 
of this course? ~220 Responses! J

Major Themes

(1)Apply deep learning to real-world problems in various types of domains 
(NLP, Image, Biology) and/or current research 

(2)Enhance understanding of concepts and mathematical background

(3)Develop (or improve) implementation skills 

(4)Think critically about applying deep learning models and ethical 
considerations



What do you hope to learn/be able to do by the end 
of this course?



Recap: What is Machine Learning?
Input: X Output: Y

f(X)àY

”Cooking?”

Function: f



Recap: What is Machine Learning?

Input: X Output: Y

f(X)àY

Supervised
Learning

Learned 
function: f

”Cooking?”



Today’s goal - Learn about some basic 
concepts of machine learning

(1) How do we represent input/output?

(2) Learning the function f

(3) Training a machine learning model

(4) Learning good models



How do we represent input/output?
Input: X Output: Y

f(X)àY

”Cooking?”

Function: f

Machines 
work with 
numbers!

How can we 
represent 

input image 
as numbers? 

How can we 
represent 

output labels 
as numbers? 

“Model”



How do we represent input/output?
Input: X Output: Y

f(X)àY

”Cooking?”

Function: f

1 or 0
𝑋	 ∈  ℝ!×#×$	

(Categorical output)

Image courtesy: https://www.kdnuggets.com/2019/12/convert-rgb-image-grayscale.html

Complicated 
input!

Classification

Binary classification

𝑌	 ∈ {0,1}

Let’s use a 
simpler 

example!

(Real	number:	a value of a con<nuous quan<ty)



But first some notations…

𝕏: 𝐴	𝑠𝑒𝑡	𝑜𝑓	𝑖𝑛𝑝𝑢𝑡	𝑑𝑎𝑡𝑎

𝕐: 𝐴𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑	𝑠𝑒𝑡	𝑜𝑓	𝑡𝑎𝑟𝑔𝑒𝑡	𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 	𝑓𝑜𝑟	𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑	𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔

ℝ: A	set	of	real	numbers

𝑥('): kth	example input 	from	a	dataset	

𝑦('): 𝑇𝑎𝑟𝑔𝑒𝑡 𝑜𝑢𝑡𝑝𝑢𝑡 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑	𝑤𝑖𝑡ℎ	𝑥(')𝑓𝑜𝑟	𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑	𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔



Simpler example: How do we represent 
input/output?

Input: 𝕏 Target: 𝕐
“Profit made on selling 
lemonade”

Function: f

“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

f(X)àY

Regression

100.1 ℉

30.3 ℉

80.0 ℉

$200.0

$115.1

$180.5

𝑥())

𝑥(*)

𝑥($)

𝑦())

𝑦(*)

𝑦($)What is 
different 

about the 
output here?

Do you see a 
trend here?



Learning function f
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

Regression

100.1 

30.3 

80.0 

200.0

115.1

180.5

𝑥()) =

𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =

Function: f

f(X)àY

(Image	only	for	explaining	concept,	not	drawn	accurately)



Learning function f
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

Regression

100.1 

30.3 

80.0 

200.0

115.1

180.5

𝑥()) =

𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =

Function: f

f(X)àY
𝑥(")

Linear function 
y = 𝑤𝑥 + 𝑏

Temperature (𝕏)

Pr
of

it 
(𝕐

)

𝑦 = 2𝑥

(Image	only	for	explaining	concept,	not	drawn	accurately)

(𝑥("), 𝑦("))

(𝑥($), 𝑦($))

Have you seen this 
equation before?



Learning function f
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

Regression

Function: f

f(X)àY

Linear function 
y = 𝑤𝑥 + 𝑏

Temperature (𝕏)

Pr
of

it 
(𝕐

)

𝑦 = 2𝑥

(Image	only	for	explaining	concept,	not	drawn	accurately)

(𝑥("), 𝑦("))
100.1 

30.3 

80.0 

200.0

115.1

180.5

𝑥()) =

𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =

(𝑥($), 𝑦($))

Only the 
line with 

bias can fit 
the data

y = 𝑥 + 100



Learning function f
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

Regression

Function: f

f(X)àY

Linear function 
y = 𝑤𝑥 + 𝑏

Temperature (𝕏)

Pr
of

it 
(𝕐

)

𝑦 = 2𝑥

(Image	only	for	explaining	concept,	not	drawn	accurately)

y = 𝑥 + 100

(𝑥("), 𝑦("))
100.1 

30.3 

80.0 

200.0

115.1

180.5

𝑥()) =

𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =

(𝑥($), 𝑦($))

(𝑥(%), 𝑦(%))



Learning function f
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

Regression

Function: f

f(X)àY

Linear function 
y = 𝑤𝑥 + 𝑏

Temperature (𝕏)

Pr
of

it 
(𝕐

)

𝑦 = 2𝑥

(Image	only	for	explaining	concept,	not	drawn	accurately)

y = 𝑥 + 100

(𝑥("), 𝑦("))

(𝑥(%), 𝑦(%))

100.1 

30.3 

80.0 

200.0

115.1

180.5

𝑥()) =

𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =

(𝑥($), 𝑦($))

Very hard to learn these functions by hand!

Use machine learning to learn a good approximation of the function from data



Training Data Training Labels

f (“model”)

Loss function

Optimizer

Output

Error

Predictor

“Classic” Supervised Learning in Machine Learning

Input: 𝕏 Target: 𝕐
Training

Any questions?



Testing our model

“Profit made on selling 
lemonade”“Temperature”

70 

Function: f

f(X)àY

Linear function 
y = 𝑤𝑥 + 𝑏

Temperature (𝕏)

Pr
of

it 
(𝕐

)

(Image	only	for	explaining	concept,	not	drawn	accurately)

175𝑥′ = 𝑦′ =

Prediction



Testing our model

“Profit made on selling 
lemonade”“Temperature”

70 

Function: f

f(X)àY

Linear function 
y = 𝑤𝑥 + 𝑏

Temperature (𝕏)

Pr
of

it 
(𝕐

)

(Image	only	for	explaining	concept,	not	drawn	accurately)

175𝑥′ = 𝑦′ =

Real-world deployment

70 Y𝑥 = Y𝑦 = 140

Can we 
do 

better?

Prediction

True observation

(An outlier is a data point that differs significantly from other observations)



Can we do better? – May be

How?

Option 1: Collect more data and retrain
Option 2: Try a different function
Option 3: Do both 1 and 2 

DALL-E 2 prompt “a cartoon octopus writing notes”

https://openai.com/dall-e-2/


Learning better models – Collect more data
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

100.1 

30.3 
80.0 

200.0
Function: f

f(X)àY

Linear function 
y = 𝑤𝑥 + 𝑏

Temperature (𝕏)

Pr
of

it 
(𝕐

)

(Image	only	for	explaining	concept,	not	drawn	accurately)

115.1

180.5
𝑥()) =
𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =
.
.
.
.

.

.

.

.

… 𝑥4 = … 𝑦4 =



Learning better models – Try different functions
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ	

𝕐 ∈  ℝ	
(Numerical output)

100.1 

30.3 
80.0 

200.0
Function: f

f(X)àY

Temperature (𝕏)

Pr
of

it 
(𝕐

)

(Image	only	for	explaining	concept,	not	drawn	accurately)

115.1

180.5
𝑥()) =
𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =
.
.
.
.

.

.

.

.

… 𝑥4 = … 𝑦4 =

Polynomial function 
y = 𝑤!𝑥" +𝑤"𝑥 + 𝑏

Non-linear function



Image courtesy: https://www.geeksforgeeks.org/underfitting-and-overfitting-in-machine-learning/

How to know which function is the best?

y = 𝑤𝑥 + 𝑏



Image courtesy: https://www.geeksforgeeks.org/underfitting-and-overfitting-in-machine-learning/

y = 𝑤𝑥 + 𝑏 y = 𝑤"𝑥$ + 𝑤$𝑥 + 𝑏

How to know which function is the best?



Image courtesy: https://www.geeksforgeeks.org/underfitting-and-overfitting-in-machine-learning/

Underfit Overfit

“My model is not doing 
that well on the given data 

and new data” L 

“My model is doing really 
well on the given data!! J

“The performance is bad on 
new data point” L

Good fit

“My model is doing well 
on the given data AND the 

new data point!! J

y = 𝑤𝑥 + 𝑏 y = 𝑤"𝑥$ + 𝑤$𝑥 + 𝑏 y = 𝑤"𝑥% + 𝑤$𝑥& + 𝑤&𝑥$ + 𝑤%𝑥 + 𝑏

How to know which function is the best?



How to train your dragon model

Input: 𝕏 Target: 𝕐
“Profit made on selling 
lemonade”“Temperature”

100.1 

30.3 
80.0 

200.0

115.1

180.5
𝑥()) =
𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =
.
.
.
.
.
.
.

.

.

.

.

.

.

.

… 𝑥4 = … 𝑦4 =

Tr
ai

ni
ng

 se
t

Va
lid

at
io

n 
se

t
Te

st
 se

t Temperature (𝕏)

Pr
of

it 
(𝕐

)

Training phase

“My model is not doing 
that well on the training 
and validation data” L 

“My model is doing well 
on the training data!! J

“The performance is bad on 
validation data” L

How can we use the data 
we have to test for the 

fit?



How to train your dragon model

Input: 𝕏 Target: 𝕐
“Profit made on selling 
lemonade”“Temperature”

100.1 

30.3 
60.0 

200.0

115.1

160.5
𝑥()) =
𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =
.
.
.
.
.
.
.

.

.

.

.

.

.

.

… 𝑥4 = … 𝑦4 =

Tr
ai

ni
ng

 se
t

Va
lid

at
io

n 
se

t
Te

st
 se

t Temperature (𝕏)

Pr
of

it 
(𝕐

)

Training phase

“My model is doing well 
on the training data AND 
the validation data!! J



How to train your dragon model

Input: 𝕏 Target: 𝕐
“Profit made on selling 
lemonade”“Temperature”

100.1 

30.3 
80.0 

200.0

115.1

180.5
𝑥()) =
𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =
.
.
.
.
.
.
.

.

.

.

.

.

.

.

… 𝑥4 = … 𝑦4 =

Tr
ai

ni
ng

 se
t

Va
lid

at
io

n 
se

t
Te

st
 se

t Temperature (𝕏)

Pr
of

it 
(𝕐

)

Testing phase

“I have more confidence 
in the generalizability of 

my model!!” J

Any questions?



How to train your dragon model

Input: 𝕏 Target: 𝕐
“Profit made on selling 
lemonade”“Temperature”

100.1 

30.3 
80.0 

200.0

115.1

180.5
𝑥()) =
𝑥(*) =

𝑥($) =

𝑦()) =

𝑦(*) =

𝑦($) =
.
.
.
.
.
.
.

.

.

.

.

.

.

.

… 𝑥4 = … 𝑦4 =

Tr
ai

ni
ng

 se
t

Va
lid

at
io

n 
se

t
Te

st
 se

t Temperature (𝕏)

Pr
of

it 
(𝕐

)

Testing phase

“Somethings off in my training 
strategy” L



Real world data tends to be complicated!
Input: 𝕏 Target: 𝕐

“Profit made on selling 
lemonade”“Temperature”

𝕏	 ∈  ℝ$	

𝕐 ∈  ℝ	
(Numerical output)

100.1 

30.3 
80.0 

200.0

(Image	only	for	explaining	concept,	not	drawn	accurately)

115.1

180.5
𝑥)
()) =

𝑥)
(*) =

𝑥)
($) =

𝑦()) =

𝑦(*) =

𝑦($) =

.

.

.

.

.

.

.

.

… 𝑥8
(') =

… 𝑦(') =

“Stand Hours” “Sunny?”

𝑥*
()) =8

𝑥*
(*) = 4

𝑥*
($) = 8
.
.
.
.

𝑥$
()) = 1

𝑥$
(*) = 1

𝑥$
($) = 0

.

.

.

.Now our function needs to 
capture the relationships of the 
combined feature space of the 

input and the output!



Recap
Represent input and 
output as numbers

Classification – 
predicting categorical 

outputs

Regression – predicting 
numerical outputs

Learn a function that 
approximates the data well 

Get more data! Try different 
models

Pick a good model

How to 
represent 
inputs and 
outputs

Supervised 
Learning 


